
October 1, 2012 14:4 WSPC/INSTRUCTION FILE kntu˙acs12

Advances in Complex Systems
c© World Scientific Publishing Company

Dynamic Partnership Formation for Multi-Rover Coordination

MATT KNUDSON

Carnegie Mellon University∗

matt.knudson@sv.cmu.edu

KAGAN TUMER

Oregon State University†

kagan.tumer@oregonstate.edu

Received (received date)
Revised (revised date)

Coordinating multiagent systems to maximize global information collection both

presents scientific challenges and provides application opportunities, such as planetary

exploration, and search and rescue. In particular, in many domains where communica-
tion is expensive because of limited power or computation, the coordination must be

achieved in a passive manner, without agents explicitly informing other agents of their

states and/or intended actions. In this work, we extend results on such multiagent co-
ordination algorithms to domains where the agents cannot achieve the required tasks

without forming teams. We investigate team formation in three types of domains, one

where n agents need to perform a task for the team to receive credit, one where there is
an optimal number of agents (n) required for the task, but where the agents receive a

decaying reward if they form a team with membership other than n, and finally we in-
vestigate heterogeneous teams where individuals vary in construction. Our results show

that encouraging agents to coordinate is much more successful than strictly requiring co-

ordination. We also show that using objective functions that are aligned with the global
objective and locally computable significantly improve over agents using the global ob-

jective directly, and that the improvement significantly increases with complexity.

1. Introduction

Coordinating multiple robots to achieve a system-wide objective in an unknown

and dynamic environment is critical to many of today’s relevant applications, in-

cluding the autonomous exploration of planetary surfaces and search and rescue in

disaster response. In such cases, the environment may be dangerous, uninhabitable

to humans all together, or sufficiently distant from central control that response

times require autonomous, coordinated behavior.

In general, most multi-robot tasks can be broadly categorized into [13]: (i) tasks

where a single robot can accomplish the task, but where having a multi-robot system
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improves the process (for example, terrain mapping or trash collection); and (ii)

tasks where multiple robots are necessary to achieve a task (for example to carry

an object). In both cases, coordination requires addressing many challenges (low

level navigation, high level decision making, inter-rover coordination) each of which

requires some degree of information gathering [40]. However, in the first case, a

failure of coordination leads to inefficient use of resources, whereas in the second,

it leads to a complete system breakdown.

In this work, we focus on problems of the second type, and investigate the robot

objective functions that need to be derived for the overall system to achieve high

levels of performance. To that end, we investigate the use of difference objective

functions to promote team formation [5, 20]. Such objective functions have previ-

ously been applied to multiagent coordination problems of the first type. The key

contribution of this work is to extend those results to coordination problems of the

second type where unless tight coordination among the agents is established and

maintained, the tasks cannot be accomplished. We develop teams within the multi-

rover system using passive means (e.g., no explicit coordination directives) through

the coupling of the rovers’ objective functions.

The application domain we selected is a distributed information gathering prob-

lem. First we explore the case where unless a particular point of interest is observed

by n rovers within a small amount of time, the point of interest is not considered as

observed. Second we explore the case where there is an optimal number of rovers (n)

that need to observe a point of interest within the same time window, but where the

system receives some value for observations by teams with other than n members.

Finally, we construct a system where the individuals are of differing capabilities,

and one of each type is needed to provide optimal behavior.

In Section 2 we discuss the rover exploration problem. In Section 3, we present

the problem requiring team formation. In Section 4 we present the problem of

encouraging rather than requiring team formation, and in Section 5 we present

heterogeneous teams with rovers of two types. Finally in Section 6 we discuss the

implication of these results and highlight future research directions.

1.1. Contributions of this Work

In multiagent domains where the tasks are complex to the point of requiring multiple

individuals to participate for completion, there are a number of control approaches.

One popular solution is to install explicit coordination directives where individuals

identify a task then communicate with other agents to request cooperation and

construct a plan to meet the objectives of that task. For example, agent A may

observe that task T is incomplete and requires two agents for completion. Agent A

then communicates with agent B and requests assistance, perhaps giving agent B

the choice to participate or not.

However in many systems, communication among individuals is expensive or not

possible, and therefore addressing tasks where partnership is needed is more difficult.
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In these cases, the agents only have the capability of observing the behavior of others

within the system, and therefore must either develop a specific policy (i.e., always

available for assistance or always identify tasks) or adapt their policy dynamically

to facilitate what is needed by others within the system. Systems of this type are

additionally challenging as individuals can abandon a task in favor of another.

For example, agent A and agent B may be in the process of traveling to observe

a point of interest when agent B identifies a more valuable POI nearby. Agent B

cannot tell agent A about the new POI, and may abandon agent A to go investigate.

Agent A is therefore faced with a decision; should it continue on in the hope that

another agent is available, or follow agent B in the hope that it has taken an

appropriate course of action? The contribution of the work in this paper targets

these situations for investigation. In particular:

• Through the use of neuro-evolutionary learning algorithms, rovers examine

others and their environment and must dynamically form partnerships to

make observations of points of interest. The environment changes signifi-

cantly during the learning process, and therefore the rovers are indirectly

penalized for establishing permanent partnerships.

• Explicit coordination directives are absent, as is the ability to communicate,

therefore partnership formation must be done through the coupling of rover

learning objectives. We determine that encouraging partnership formation

over a strict requirement is more robust to changes in system parameters

and produces better performance.

• Rovers are given different observation capabilities, developing two types

within the system. Utilizing an objective that encourages a rover of each

type to make an observation it is shown that dynamically formed hetero-

geneous partnerships are possible through passive means, and the use of

difference objectives produce the best performance in congested systems.

These contributions address the advancement of complex multiagent systems to

perform tasks when the individuals composing the system have limited capabilities

in interacting with each other and the environment. Specifically through the use

of simple adaptive algorithms and difference learning objectives the system can

develop complex behaviors in furtherance of the performance of robotic exploration

domains.

1.2. Related Work

Extending single agent learning approaches to multiagent systems presents difficul-

ties in ensuring that the agents not learn a particular task, but a particular task

that is beneficial to the overall system. For a small number of agents, the mul-

tiagent aspects can be overlooked. But for true learning multiagent systems, new

approaches are needed. They include using Markov Decision Processes for online

mechanism design [28], developing new reinforcement learning based algorithms [6,
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10, 33, 1], or devising agent-specific objective functions [5, 20, 43, 42].

Non-learning approaches to coordination, based on planning, swarms, auctions,

and domain specific algorithms have also been investigated. For example, role alloca-

tion and plan instantiation have proven successful for large multi-robot systems [44]

and planning has been applied to produce a variety of good non-learning techniques

in multiagent systems [12]. Swarm techniques are most applicable to very large sets

of agents, in particular the use of particle swarm optimization. Topologically inde-

pendent algorithms have been developed that apply both locally and globally [48]

and PSO has interestingly been utilized in mixed signal analysis [37]. Swarm intel-

ligence has also been applied to teams of robots [41], and several successful appli-

cations specific to multi-robot coordination include search and rescue [26, 49, 8],

robotic soccer [19], mobile sensor networks [16, 30], mine collection [11], and patrol

with adversaries [2].

Approaches in development of teams or coalitions within multiagent systems

include utilizing inductive logic programming among individuals for path plan-

ning [17], forming coalitions [31, 32], and ad-hoc team development [36, 27]. Nego-

tiated learning architectures have been employed in the formation of coalitions as

well [34, 14], while the dynamics of market-based coalitions has also been exam-

ined [39]. Many interesting applications of partnerships within multiagent systems

have been utilized for the demonstration of research in the area, the majority of

which being variations on the box pushing domain [45]. Through the use of het-

erogeneous teams however, role allocation has been applied through the concept of

joint intentions [24] and mobile robots have successfully organized an environment

of pucks [18].

Biological inspiration is widely researched in the field of multiagent systems due

to the many parallels that can be drawn to swarms and collective intelligence in

nature [9]. For example, teams have coordinated to efficiently generate paths and

explore environments [46, 35], for foraging tasks [38, 15], manufacturing systems

have been studied from a natural perspective [7], and biological models have been

used in a multi-agent context to allow for self-defined tasks in single robots [47].

Unexpected applications for biologically inspired swarms have emerged as well, such

as data harvesting [22] and for software engineering and analysis at NASA [29].

2. Rover Exploration and Coordination

The multi-rover information gathering problem we investigate in this work consists

of a set of rovers that must observe a set of points of interest (POIs) within a

given time window [20]. The POIs have different importance to the system, and

each observation of a POI yields a value inversely related to the distance the rover

is from the POI. In addition, and particular to the work presented in this paper,

multiple observations of a POI are either required (Section 3) or highly beneficial

(Section 4) to the system objective.
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2.1. Rover Capabilities

Each rover maps its sensor inputs to an x, y motion relative to its current position

to select actions. Each rover utilizes a two layer sigmoid activated artificial neural

network to perform this mapping.

Each rover uses an artificial neural network, evolving through an evolutionary

algorithm, to map its sensor inputs to an x, y motion relative to its current posi-

tion [21]. In order to perform the mapping, each rover uses a function approximation

(implemented by a two-layer feed forward neural network) to perform this mapping.

This approach ensures the non-linear mapping capability necessary to perform the

task.

The inputs to this function approximator are four POI sensors (Equation 1)

and four rover sensors (Equation 2), where xPOIq and xROV ERq provide the POI

and rover “richness” of each quadrant q, respectively, Vj and Lj are the value and

location (within quadrant q) of POI j respectively, Li is the location of the current

rover i and θj,q is the separation in radians between the POI and the center of the

sensor quadrant. The δ(•) function is the squared Euclidean distance between the

two locations down to a minimum distance to prevent dividing by zero, which is 5

units in our case.

xPOIi,q =
∑
j

Vj
δ(Lj , Li)

(
1− |θj,q|

(π/4)

)
(1)

xROV ERi,q =
∑
k,k 6=i

1

δ(Lk, Li)

(
1− |θk,q|

(π/4)

)
(2)

Two outputs from the function approximator indicate the velocity of the rover

(in the two axes parallel and perpendicular to the current rover heading). Because

the outputs vary from 0 to 1, they are scaled to be between −10 and 10 units. For

homogeneous teams the number of hidden units is 20, while the heterogeneous team

networks have 32, found through a standard parameter sweep. Finally, the weights

of the neural network are initialized randomly to be between ±1/
√
m where m is the

number of incoming links to each node, and are adjusted through an evolutionary

algorithm [5, 4] (Figure 1).

The evolutionary search algorithm for ranking and subsequently locating suc-

cessful networks within a population [25, 23, 20] is applied. The algorithm maintains

a population of ten networks, utilizes mutation to modify individuals, and ranks

them based on a performance metric specific to the domain. The size of the search

space varies with the number of network nodes, therefore for the homogeneous case

(8 input, 20 hidden, and 2 output nodes) there are 200 parameters, where for het-

erogeneous rovers (12 input, 32 hidden) we have 424 parameters. A single episode

is executed between mutations, and is defined as 60 seconds of operating time. The

search algorithm used is shown in Figure 1 which displays the ranking and mutation

steps.



October 1, 2012 14:4 WSPC/INSTRUCTION FILE kntu˙acs12

6 M. Knudson and K. Tumer

Initialize N networks at T = 0

For T < Tmax Loop:

1. Pick a random network Ni from population

With probability ε: Ncurrent ← Ni
With probability 1− ε: Ncurrent ← Nbest

2. Mutate Ncurrent to produce N ′

3. Control robot with N ′ for next episode

4. Rank N ′ based on performance

(objective function)

5. Replace Nworst with N ′

Fig. 1. Evolutionary Algorithm: An ε-greedy evolutionary algorithm to determine the weights of

the neural networks. For all experiments, epsilon is set to 0.1. T indexes episodes, N indexes
networks with appropriate subscripts, and N ′ is the mutated network for use in control of the

current episode.

In this domain, mutation (Step 2) involves adding a randomly generated number

to every weight within the network. This can be done in a large variety of ways,

however it is done here by sampling from a random Cauchy distribution [3] of mean

0 and γ of 0.5 where the samples are limited to the continuous range [−10.0, 10.0].

Ranking of the network performance (Step 4) is done using a domain specific ob-

jective function, and is discussed in the following section.

2.2. Rover Objectives

In these experiments, we used three different objective functions [5, 4, 20] to deter-

mine the performance of the rover: the system objective function which rates the

performance of the full system; a local objective function that rates the performance

of a “selfish” rover; and a difference objective function that aims to capture the im-

pact of a rover in the multi-rover system [5]. More precisely, these three functions

are:

• The system objective reflects the performance of the full system. Though

rovers optimizing this objective guarantees that the rovers all work toward

the same purpose, rovers have a difficult time discerning their impact on

this function, particularly as the number of rovers in the system increases.

• The local objective reflects the performance of the rover operating alone

in the environment. Each rover is rewarded for the sum of the POIs it

alone observed. If the rovers operate independently, optimizing this objec-

tive would lead to good system behavior. However, if the rovers interact

frequently, then each rover aiming to optimize its own local function may
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lead to competitive rather than cooperative behavior.

• The difference objective reflects the impact a rover has on the full system [5,

4]. By removing the value of the system objective where rover i is inactive,

the difference objective computes the value added by the observations of

rover i alone. Because only POIs to which rover i were closest need this dif-

ference computed, this objective is “locally” computable in most instances.

Though conceptually the same, the specifics of these objectives are different for

each of the problems described in the following sections. Additionally, the rovers

are required to make observations within a small amount of time of each other.

Therefore, a “team” or partnership is not considered to have formed unless the

rovers in that team visit a POI within 5 seconds of one another, or 8% of the total

alloted episode time. This is more strict than needed for simple observational tasks,

but allows for the support of such tasks as box pushing or stereo observation of a

dynamic target.

3. Requiring Team Formation

In the first problem we examine, the rovers need to form teams to perform a task and

contribute to the system objective. In this problem, a POI is considered observed

only if n rovers visit that POI from within a certain observation distance and within

a small time window. Neither the rover, nor the system receive any value unless

multiple observations of a POI occur. This problem formulation ensures that the

problem is one that cannot be solved by a single rover and that the team formation

is essential to the completion of each task.

To formalize this problem, let us first focus on a problem where the observations

of the two rovers closest to a POI are tallied. If more than two rovers visit a POI,

only the observations of the closest two that occurred within the time window (5

seconds) are considered and their visit distances are averaged in the computation

of the system objective (G), which is given by:

G(z) =
∑
i

∑
j

∑
k

Vi N
1
i,j N

2
i,k

1
2 (δi,j + δi,k)

(3)

where Vi is the value of the ith POI, δi,j is the closest distance between jth rover

and the ith POI, and N1
i,j and N2

i,k determine whether a rover was within the

observation distance δo and the closest or second closest rover, respectively, to the

ith POI:

N1
i,j =

{
1 if δi,j < δo and δi,j < δi,l ∀l 6= j

0 otherwise
(4)

and

N2
i,k =

{
1 if δi,k < δo and δi,k < δi,l ∀l 6= j, k

0 otherwise
(5)
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Determining the order of observation is done two fold. First, the time tj of the

closest rover within the observation distance δo is recorded. If the second closest

rover k makes its observation within 5 seconds of j, then an observation has occurred

and the above calculation is done. This continues outward for each k until the

observation distance is exceeded. If no other rover observed within 5 seconds of j,

then the second closest is chosen as j, and the process repeats. Therefore, for both

N1
i,j and N2

i,k to equal 1, both rovers are the closest two observations made within

5 seconds of each other.

The single rover objective used by each rover only focuses on the value a rover

receives for observing a particular POI, and results in:

Pj (z) =
∑
i

Vi
δi,j

if δi,j < δo (6)

where notation is the same as above. This objective promotes selfish behavior only,

providing a clear, easy-to-learn signal, but one not aligned with the system objective

as a whole. This local objective does not take time into consideration, as the rover

is considering only its own observation, and therefore is not concerned with arriving

in a timely fashion.

Finally, the difference objective for a rover aims to provide system-wide beneficial

behavior, while remaining sensitive to the actions of a rover [5]. This difference

objective is given by:

Dj (z) =


∑
i

(
Vi

1
2 (δi,j+δi,k)

− Vi
1
2 (δi,j+δi,l)

)
if δi,j , δi,k < δi,l < δo∑

i

Vi
1
2 (δi,j+δi,k)

if δi,j , δi,k < δo, δi,l > δo

0 otherwise

(7)

where l is the third closest rover to POI i (meaning that rovers j and k are the

closest two for the first two conditionals). The determination of order in both time

and space is done here precisely as described above. All three of these objectives

were applied for learning in many different situations, though for brevity, only an

environment with 50 POIs and 40 rovers (which was representative of the general

performance of the objectives) is presented.

Figure 2 shows a schematic of how these objective functions are computed,

given that all three rovers are within the observation radius. Only rovers 1 and

2 (R1 and R2) are taken into consideration when calculating G(z) because their

observation distance (δ1,1 and δ1,2) is closer than R3 (δ1,3). For G(z), rover 3’s

observation is discarded. For the difference objective for rovers 1 or 2, rover 3 is

taken into consideration. For example, in calculating Equation 7 for R2, the first

term considers R1 and R2, where the second term considers R1 and R3. That is,

R2 receives the difference between the observation values of R1 and R2 and the

observation values of R1 and R3.
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Fig. 2. Sample rover paths in an exploration scenario. Multiple observations are made of a partic-
ular point of interest. In the team formation domain, multiple observations must be made for the
POI to have any value to the system. Background courtesy of NASA JPL.

3.1. Results

The environment used for presentation in this paper contained 40 rovers and 50

POIs, providing a great deal of information to be gathered, while simultaneously

creating a congested situation. In addition, the environment was highly dynamic,

where 10% of the POIs (selected randomly) changed location and value at each

episode. This was done to encourage specific coordination behavior and avoid suc-

cess of random decisions. The results are based on 3000 episodes of 60 time-steps

each, and are averaged over 40 statistical runs for significance, producing the mean

and standard error plotted as error bars.

Figure 3 (left) plots the performance as the percentage of total value available in

the environment. It shows that rovers using all three objectives perform significantly

better than random behavior. It also shows that the difference objective provides

a signal that allows the rovers to perform better than the local objective. The

system objective is too noisy to produce good learning and performs quite poorly.

Additionally, Figure 3 (right) plots the maximum performance achieved as well as

the number of POIs that were fully observed (two valid rover visits) as a percentage

of total available. It clearly shows that the difference objective does not contribute

to a great deal above system and local until the system reaches the point of high

complexity. This is an important conclusion as the work in this paper progresses.

Finally, we observe that the percentage of POIs observed is significantly greater than

the percentage of POI value, which means that the rovers were actively seeking only

to partner, and paid little attention to actual POI value.
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Fig. 3. Team Formation Required Left: System objective is plotted versus episode as a percentage

of the overall value available in the environment for learning in an environment containing 40
rovers and 50 POIs. Right: Maximum objective achieved (Value) and number of observed POIs

(Count) is plotted for equal numbers of rovers and POIs. Learning is done with system, local, and

difference objectives requiring the formation of teams of two rovers.

4. Encouraging Team Formation

In the second problem we examine, multiple rovers are encouraged (rather than

required) to form teams to perform a task and contribute to the system objective.

In this problem, a POIs value is optimized for n rovers observing it within a specific

time window as above, but the system receives lesser value for other numbers of

rovers observing the POI. Figure 4 shows the functional form of the two system

objectives used in Section 3 and Section 4.

For these objectives, δo remains the same, however the distance of observation

is no longer explicitly included in the objective, relying on inherent inclusion in the

“attendance” to the POI, described as the number of rovers making observations

within the alloted time, 5 seconds. This time window could occur at any point

during the 60 second episode time, and the determination of order is done using

distance first then time as described in Section 3. As before, three objectives are

defined, beginning with the system objective given by:

G(z) =
∑
i

αVixe
−x
β (8)

where i indexes POIs, x is the maximum number of rovers within δo that made

their observations within 5 seconds of one another, β is the observation capacity,

and α is a constant chosen to be 2.72 such that the maximum of the exponential

curve approximates the POI value Vi.
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Fig. 4. POI value structure is compared between the required (left) and encouraged (right) team
formation systems.

For this new system objective, the selfish rover objective is defined as:

Pj (z) =
∑
ij

αVi,jxe
−x
β (9)

where indexing and constant selection is the same as above. This objective includes

no information regarding contribution to the system as a whole, rather indicating

only what rover j can directly observe. This rover objective is the component of the

system objective for which rover j was within the observation distance δo of each

POI i.

Finally, the difference objective for this system results in:

Dj (z) =
∑
ij

αVi,j

[
xe

−x
β − (x− 1) e

−(x−1)
β

]
(10)

where indexing and constant selection is the same as above. This objective aims

to provide the contribution of rover j to the system. The performance of all three

objectives are presented in the next section.

4.1. Results

All training parameters were maintained from those used in Section 3.1, including

the number of POIs and rovers. The results presented in Figure 5 show a dramatic

improvement in performance over those shown in 3. First, the percentage of avail-

able value in the environment is quite higher ( 74% versus 25%) for all learning

objectives. However, and second, is the much more pronounced performance gain in

using the difference objective. The overall performance improvement is explained by

the easier learning problem itself, namely by providing a gradient in value obtained,

rather than a discontinuous jump. The disparity between the difference objective
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Fig. 5. Team Formation Encouraged Left: System objective is plotted versus episode as a percent-

age of the overall value available in the environment for learning in an environment containing 40
rovers and 50 POIs. Right: Maximum objective achieved (Value) and number of observed POIs

(Count) is plotted for equal numbers of rovers and POIs. Learning is done with system, local, and

difference objectives requiring the formation of teams of two rovers.

and the system and local objectives is explained by the clean and accurate learning

signal it provides, making it much easier to learn how partnering benefits the system

as a whole.

Here again shown in Figure 5 (right) that as the system increases in complexity,

the difference objective, through providing a better learning signal, provides consis-

tent behavior through the increased complexity of the system. The performance of

the system and local objectives falls away sharply compared to the difference, even

at moderate complexity, and as expected, the local objective becomes less useful

than the system objective at very high complexity because greedy behavior simply

will not produce partnerships effectively in large groups. Recalling Figure 3 (right)

we also observe another sharp contrast, where now the value of the observations

far exceeds the number. In fact, the number of observations has remained approxi-

mately the same, but the value of those observations has dramatically increased.

In encouraging partnership formation, over requiring it, we have presented a

simpler problem to learn. This is due to value being assigned for all number of visits

to a POI, providing an optimal and therefore a clear gradient to a good solution. As

expected then, and shown in Figure 6, the performance of all three objectives has

increased. However, the performance gain of the difference objective is pronounced

and far exceeds the performance of both the system and local objectives.

4.2. Higher Coordination Requirements

The previous two sections investigated coordination for n = 2, for both required

and encouraged team formation scenarios. The behavior of the system and local

objective functions was similar for both cases while the difference objective per-
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Fig. 6. Team Formation Encouraged The maximum system objective achieved is plotted versus

varying number of rovers. The number of POIs is held at 50.

Fig. 7. Higher Coordination Requirements (n = 3) Left: Required Team Formation. Right:

Encouraged Team Formation. System objective is plotted versus episode for learning in an envi-
ronment containing 40 rovers and 50 POIs. Learning is done with system, local, and difference

objectives for three rovers to observe a POI.

formed quite well in producing good partnerships. In this section we investigate the

behavior for n = 3, a change that has significant impact on the computation of G,

particularly when the observation distance is not increased.

Figure 7 (left) shows the learning results for requiring three rovers to observe a

POI. The all-or-nothing learning structure in this objective function makes it very

difficult for a rover using passive team formation to extract the relevant signal. This

brings the difference objective closer to the local objective by reducing its sensitivity

to a particular rover’s actions (that is, in most cases, removing a rover from the

system has no impact on the system performance). As a consequence, the difference
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objective fails to promote good system-level behavior.

By contrast, Figure 7 (right) shows the behavior of the system where team

formation is encouraged by a decaying value assignment to POI observations. In

this case, moving from n = 2 to n = 3 does not affect the difference objective.

This is because in this problem, removing a rover has a computable impact on the

system objective. This creates a “gradient” for evaluating the impact of a rover

on the system as a whole. As a consequence, the difference objective performs far

better than system or local objectives.

We combine the conclusions that a) encouraging dynamic partnerships, rather

than requiring them, is more robust to changes in system definition and, b) difference

objectives are more successful in systems changing in the number of rovers and

POIs from the above sections to formulate a problem for heterogeneous partnership

formation in the following section.

5. Heterogenous Partnership Formation

The success in partnership formation shown in the above sections points to an

investigation of teams constructed of heterogenous rovers. When the entire team is

made of rovers of identical construction, the tasks are limited to general redundant

observations of an environment to provide robustness, or mechanical tasks that

require multiple individuals to provide enough effort. In contrast, if the individuals

can learn to dynamically partner with one-another, the question arises whether or

not, given additional sensing, individuals of differing construction can partner to

provide a more specific suite of tasks.

In the final problem we investigate, we define two rover types; blue and green.

These can represent any number of possible construction differences, including sens-

ing and articulation, depending on the system in which they are installed. The in-

dividuals must have the ability to determine the difference between the two, for

example a blue rover must be able to determine that there are green rovers else-

where in the environment. In addition, the objective must again be modified to

represent the need for rovers of differing capabilities to visit a POI.

The sensing capabilities are similar to those shown in Section 2.1. For each

quadrant q however, the rover sensor is split into two, one indicating the density of

“blue” rovers and the other indicating “green” rovers. This increases the number

of inputs to the neural network from 8 to 12, and the number of hidden units was

increased accordingly. This configuration maintains comparability to homogeneous

applications while providing the differentiation between rover types needed by the

new problem.

We showed that encouraging team formation is more beneficial to the learning

process over requiring team formation, and therefore the modified objective reflects

the exponential form as much as possible. Again, δo remains the same, and the

functional form includes the “attendance” of rovers to a given POI. The attendance

however is separated into the number of blue rovers and green rovers that made
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Fig. 8. The objective value is plotted for the number of observations made by blue and green rovers.

The maximum POI value Vi is available only when one of each rover type makes an observation.

observations. Similar to Figure 4, Figure 8 shows that the maximum available value

Vi for each POI is available only when one rover of each type makes a POI obser-

vation. Therefore, the optimal solution is not only that two rovers visit, but that

one of each type visits each POI.

As with previous work, three objectives were defined for comparison, reflecting

the styles discussed in Section 2.2. Beginning with the system-level objective:

G (z) =
∑
i

αVixbluexgreene
−xbluexgreen

βbβg (11)

where xtype is the attendance to POI i of each type of rover, α is a scaling constant

to ensure the maximum of the function approximates the POI value Vi (set to 2.72

for these experiments), and βx are the constants to produce functional peaks at the

desired attendance of each type of rover. For example, to have one of each type

observe a POI, βb = βg = 1, which is the configuration for subsequent experiments.

The local objective is similar to the above, however it reflects only the POIs

that rover j has visited. Therefore it is locally computable and easy to learn, but

does not indicate the rover’s impact on the system as a whole:

Pj (z) =
∑
ij

αVi,jxbluexgreene
−xbluexgreen

βbβg (12)

where indexing and constant selection is the same as the above.

Finally, the difference objective includes information contained in the system-

level objective, but is easier to learn as it directly indicates how rover j contributed

to the system as a whole. It is contingent on the type of rover j:



October 1, 2012 14:4 WSPC/INSTRUCTION FILE kntu˙acs12

16 M. Knudson and K. Tumer

Dj (z) =
∑
ij

αVi,j

(
xbluexgreene

−xbluexgreen
βbβg − (xblue − 1)xgreene

−(xblue−1)xgreen
βbβg

)
(13)

where indexing and constant selection is the same as above. The equation shown is

for rover j of type blue, where if the type is green, 1 is subtracted from the green

rover attendance rather than the blue. The experimental results for the use of all

three objectives follows in the next section.

5.1. Results

Fig. 9. Heterogeneous Team Formation: System objective as a percentage of total available is
plotted versus episode for learning in an environment containing 40 rovers and 50 POIs. Learning
is done with system, local, and difference objectives requiring the formation of teams of two

rovers, one of each type. The ratio between blue and green rovers in the system in 50%, providing
a balanced team.

The domain for the experiments involving heterogeneous teams is the same as

that used in the above work. Each rover is randomly assigned a type at the beginning

of each experiment based on a given team ratio. The rovers are still given 60 time-

steps for each of 3000 episodes. The environment maintains its dynamic nature,

where 10% of the POIs change location and value at every episode, though the

rovers maintain their type throughout the learning process.

Shown in Figure 9 are the results of training in an environment where 40 rovers

and 50 POIs are present. The ratio of blue to green rovers is 50%, therefore there

are 20 of each type present. With the increased problem complexity we observe that

all three learning objectives have significantly decreased performance, even though

we are still encouraging partnerships. The difference objective still outperforms

however, converging faster and to higher value than the system and local objectives.
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As with the results in Section 4.1, learning with the system-level objective proves

difficult, as there is a large amount of information contained in the signal; too much

regarding other rovers for each individual to ascertain what actions are best in con-

tributing to the system as a whole. The difference objective however, as expected,

learns quickly and maintains performance through the learning process. This con-

firms the applicability of the difference objective in general, and specifically indi-

cates that dynamically requiring heterogeneous team formation in a congested and

changing environment is achievable, indeed successful.

Fig. 10. Heterogeneous Team Ratios: System objective is plotted as a percentage of total available

versus episode for learning in an environment containing 40 rovers and 50 POIs. Learning is done
with system, local, and difference objectives requiring the formation of teams of two rovers, one

of each type. The ratio between blue and green rovers varies in the system.

In varying the ratio between rover types present in the system, we can determine

if the rovers are able to modify their behavior to suit changes in system consistency.

For example, if a large set of rovers of a specific type fail, the system must have

the ability to adjust coordination behavior to maintain success in accomplishing

the tasks requested. Figure 10 shows the maximum achieved system performance

as a percentage of total available when the ratio between blue and green rovers is

varied. The variance is symmetrical, therefore 10% blue and 90% green is the same

as 10% green and 90% blue. The number of rovers and POIs present in the system

is held constant.

The system objective in general performs poorly, however the variance in team

ratio has a dramatic impact on the difference and local objectives. This is a logical

result because as the number of one type of rover goes down, there are far fewer

opportunities to partner in the time allotted. The rovers of the minority type must

move very quickly, impossibly so the fewer their numbers. As the team becomes

balanced then the number of POI observations naturally increases as well. Curiously,

the system objective outperforms both the local and difference at 10%, an extremely
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unbalanced team. One possible explanation for this is that in this extreme the

rovers are simply “shooting in the dark”, in which case whatever improves the

system objective directly (without coherent intention) is the only way to gain any

observations at all.

Finally, we sought to determine the impact of varying numbers of rovers and

POIs within the system. In many multi-agent problems, the density of agents within

the system, as well as the congestion present, can strongly impact the outcome

of learning. The above results target a highly dense and congested environment,

containing 40 rovers and 50 POIs, where Figure 11 holds each parameter constant

and varies the other. The exploration problem is only pertinent when the number

of POIs exceeds the number of rovers, therefore the number of rovers is held at a

small number (10 in this case) and the number of POIs is varied from 10 to 50.

Conversely the number of POIs is held at 50 and the number of rovers within the

system varies from 10 to 50. For both investigations the ratio between blue and

green types is 50%.

Fig. 11. The maximum system objective achieved as a percentage of the total available is plotted

versus varying number of rovers (left) and both rovers and POIs (right). For the former, the
number of POIs is held at 50, and the latter has equal number of rovers and POIs. The team ratio
is maintained at 50%.

Figure 11 (left) shows the maximum system value achieved as a percentage of

the total available. In general it is a classic representation of the differences between

the three learning objectives. First we see that in using the system objective, perfor-

mance can not be maintained as more rovers are present in the system. This again

is due to the noise level in the learning signal. For a heterogeneous system, the local

objective does surprisingly well and warrants further investigation. One possibility

is raised in referencing Figure 11 (right) where we see that while the difference

objective provides significantly more value than local, the number of POIs visited

is very similar. This would suggest that the greedy behavior provided by the local
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objective still encourages partnership (as nothing would be achieved otherwise), but

it does not focus as much on the value of the observations made.

Shown in Figure 11 (right) is the maximum system value achieved as a per-

centage of the total available, as well as the total valid POI observations made (one

blue and one green observation). As in Section 3.1 the number of observations again

exceeds the value of the observations. Here however this suggests that the rovers are

learning first to partner and increasing the value of the observations as a secondary

task. Learning parameters here could be modified to adjust for this, whereas in

Section 3.1, the objective structure itself produced such aggressive partnering while

largely ignoring the value of the observations made.

6. Summary and Future Work

Coordinating multiple robots to achieve a system-wide objective in an unknown and

dynamic environment is critical to many of today’s relevant applications, including

the autonomous exploration of planetary surfaces and search and rescue in disaster

response. In this work, we explore multi-robot coordination domains where multiple

robots are necessary to achieve a task (for example to carry an object). We focus on

passive coordination that is accomplished through the rovers’ objective functions.

In all three situations we examined, coordination and team formation is es-

tablished and maintained through passive means encoded in the rovers objective

functions. The difference objective yielded the best results because it provided an

objective that was aligned with the overall system objective, while maintaining

sensitivity to a rover’s actions, even when many rovers were active within the coor-

dinated system. That approach only failed when three or more rovers were required

for the completion of a task, without any signal or reward indicating how close to

completion that task was. This is an interesting result showing that the difference

objective is best suited to domains where the impact of a rover on a system can be

ascertained.

We are currently investigating two broad extensions of this work. First, we are

investigating the progressive installation of communication capabilities among the

individuals within the multi-rover system. Beginning with passive communication

(e.g., placement of observation “flags” at a visited POI), capabilities will be in-

creased through additional sensing capabilities (e.g., announced heading to team

members), to advanced communication where individuals can send state and in-

tentions to team members. The intention of this extension is to determine how

beneficial additional information is for individuals in making decisions not only for

exploration but in promoting teams. Second, we are exploring the theoretical ba-

sis for the coordination behavior observed in this article. In this extension, we are

quantifying the beneficial aspects of coordination as arising through the interac-

tions among the rovers’ objective functions. The intent of this work is to lead to

rover objective functions that are derived to directly promote coordination without

explicit coordination directives.
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